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Abstract

This study uses the balanced scorecard (BSC) framework to assess the business perform-
ance of information technology (IT) expenditures in the Korean banking industry. The re-.
lationship between IT expenditures and bank’s financial performance or market share
was significantly different depending upon the level of IT. For banks that maintain high
IT level, IT expenditures appear to have (1) increased labor productivity, (2) decreased
payroll expenses and increased operating and total administrative expenses, (3) increased
market share, and (4) increased revenue and profit. The evidence suggests two important
practical implications. First, if banks effectively use IT strategy to improve competitive
advantage, they are likely to reduce payroll expenses and increase market share as well as
profitability. Second, this study posits that bank managers should consider using a bal-
anced scorecard approach to measure business performance of both 1T and management
strategics. Thus, evidence of this study provides guidance for achieving competitive ad-
vantage in the banking industry. (Key Words: IT performance, bank’s financial perform-
ance, Balanced Scorecard approach, 1T expenditure).

1. Introduction

Firms invest substantial amounts of resources to sustain or to enhance firms’ competitive
advantage— their ability to compete in the global cconomy.! Expenditures that affect an
entity’s ability to compete usually are discretionary. These expenditures are made to sus-
tain or increase sharcholder value through (1) a revenue growth strategy by expanding
new markets, new customers, products, and services and (2) a productivity strategy
where-by improvements are made in the cost structure and in asset utilization. These two
stratcgics apply across the entire value chain through research and development (R&D),
product design, delivery, and customer service. [T strategy and investment have become
critical clements in aligning and implementing these corporate strategies for increasing
sharcholder value. In the banking industry, IT strategy and performance measurement are
important links throughout the corporate BSC.

Investing on IT is highly important for improving core competencies for firms in
the banking industry. Information technologics arc essential tools for developing new fi-
nancial services (i.e., financial products) and to provide effective and convenient services
to their customers. The environment in banking industry has become IT intensive. Invest-
ing on IT in the banking industry is analogous to investing on R&D in the manufacturing
industry. Banks generally move into on-line banking systems using IT such as CD/ATM
(cash dispenser and automated teller machines), ARS (automated response systems),
Home/Firm banking and Internet banking as major business tools to provide financial
services to their customers.
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Several prior studies have investigated the economic consequences of IT on the
banking industry. The principal research question asked by most prior studies is whether
IT provides positive economic benefits or not. Although the evidence appears mixed,
some prior studies provide evidence that ‘IT productivity paradox’ disappear when the
use of IT is well matched with its business strategy such as a revenue growth and/or pro-
ductivity strategy (e.g., Porter, 2001; Simmons, 1998; and Brynjolfsson and Yang, 1996).
Thus, bank manager’s first consideration in investing IT becomes how they should strate-
gically combine the use of IT with business strategy for a higher business performance.
This practice in investing IT leads to the inference that the economic consequences of I'T
expenditures could be realized by financial and/or non-financial measures depending on
its strategic use. The new research question, then, is what performance measures should
be employed to capture the possible economic consequences of [T expenditures. Thus
this study introduces the Balanced Scorecard (BSC) approach (Kaplan and Norton, 1992)
to measure the effects of IT expenditures on bank’s financial and/or non-financial per-
formance.

The main objective of this study is to investigate whether the relationship between
IT expenditures and a bank’s performance indicators in the BSC is significantly different
depending upon IT level (a proxy for computerized banking functions) of sample firms.
The BSC framework used in this study provides a useful framework to measure the eco-
nomic consequence of strategic use of 1T because the BSC provides a specification of
strategic objectives and appropriate performance measures (in four arcas- financial, cus-
tomer, internal, and learning/growth perspective) of the strategy employed. This study
finds that the relationship between IT expenditures and business performance 1s signifi-
cantly difterent depending upon IT level of sample firms. The cvidence provides strategic
implications for [T utilization in the banking industry. This study should also broaden our
understanding of the valuation and managerial control system issues related to IT.

2. Literature Review and Hypotheses Development
2.1 Studies in IT Investment

There are several studies that provide evidence on whether IT expenditures have a posi-
tive impact on organizational structure and cconomic performance of a firm. Advances in
IT permit management to change and improve significant aspects of a firm’s structure
and operations (Porter, 2001; Stambaugh and Carpenter, 1992: Elliott, 1992). IT cnables
a firm to enhance its competitive advantage by improving its bargaining power with sup-
plicrs and customers, lowering operating and processing costs, cnhancing product differ-
entiation, changing competitive scope, and/or incrcasing barriers to entry (Porter and
Millar, 1985).7 This induces most firms to invest in IT, and the largest investors tend to be
financial (i.e., banks), airline, telephone, film production, and consulting firms.

Prior studies on IT expenditurcs can be classified into two groups: those investigat-
ing (1) future economic benefits, and (2) the effect on a firm’s financial performance.
Studics of future cconomic benefits of IT usually focus on whether IT expenditure cn-
hances a firm’s productive capital that will provide future benefits. Factors contained in
thesce studies have been competitive advantage, market share, and barriers to entry. Most
of these studies find that IT expenditures do provide future cconomic benefits (Dos San-
tos, Peffers, and Mauer, 1993; Brown, Gatian, and Hicks. Jr., 1995; Hitt, 1999; Krishnan

and Sriram, 2000).
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Studies investigating the effect on firm’s profitability focus on whether the IT ex-
penditure is converted into business value; ¢.g., reduced expenses, increased revenue, or
improved operating performance. The cvidences appcar mixed on the effect of IT on fi-
nancial performance (Brynjolfsson and Yang, 1996). Some studies find that the economic
impact of capital expenditures is greater for IT than non-IT (Banker, Kauffman, and Mo-
rey, 1990; Brynjolfsson and Hitt, 1993; Dewan and Kraemer, 2000). Other studies par-
tially support a positive financial performance of IT (Hitt and Brynjolfsson, 1994; Barua,
Kriebel, and Mukhopadhyay, 1995). For example, Hitt and Brynjolfsson (1994) find that
IT improves the firm’s productivity and creates substantial value for consumers, but does
not improve profitability. In sum, prior studics show that IT: (1) reduces operating or
processing costs (e.g., Barua, Kriebel, and Mukhopadhyay, 1995); (2) increases market
share and productivity (c.g., Hitt and Brynjolfsson, 1994); and (3) increases future eco-
nomic benefits and profitability (c.g., Brown, Gatian, and Hicks, Jr., 1995; Krishnan and
Sriram, 2000; Dewan and Kraemer, 2000).

2.2 Development of Hypotheses

This study introduces the Balanced Scorecard (BSC) approach to measure IT perform-
ance since the BSC can track the key strategic roles of IT and also links performance
measure for the strategies (Kaplan and Norton, 1992 2001a; 2001b). The BSC contains
four sets of measures that arc designed to capture the firm’s business strategy such as IT
strategy. These mceasures are related to firm's (1) learning and growth activities, (2) inter-
nal business processes, (3) customer value, and (4) linancial performance. The modified
BSC and its performance measurces for IT strategy of the banking industry are shown in
the Figure 1.

As suggested by prior studies, IT provides morce timely and accurate information to
improve management decisions. (e.g., Elliott, 1992; Hannan and McDowell, 1990). For
cxample, IT can provide more information on existing customers and products of the firm
to its employees so that they can improve their daily decision making procedures (i.c.,
broadening working skills). This strategic role of I'T will contribute for firms to make a
motivated and prepared workforce (i.c., improve training, and cfficiency and effective-
ness of workforces). The BSC shown in Figure | represents this line of IT performance as
performance in ‘learning and growth perspective.”

The specific examples of IT utilization in the banking industry are various. IT utili-
zation such as CD/ATM, internet banking, and computerized bank functions enables
banks to provide financial services anytime and anywhere. This gives an casy access to
their customers. The use of IT also gives an opportunity for banks to innovate processcs
in developing and delivering financial product as well as procedures in lending and de-
positing. This strategic role of [T will contribute to the banks’ increased operational ex-
cellence and thus the labor productivity ot its employees (i.e., performance in ‘internal
perspective’). If this is the case, the effect of IT expenditures on increasing labor produc-
tivity will be different depending upon the 1T level ra proxy for computerized banking
functions) of banks. Thus, this study hypothesizes that the effect of IT utilization on cost
reduction is greater for high IT level banks (i.c., banks that spend more on IT) than for
low 1T level banks. This leads into the first alternative hypothesis:

H;:  The effect of IT expenditures on increasing iabor productivity is greater for
high IT fevel banks than low IT level banks.
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Figure 1
The BSC Startegies Objectives of IT Investments

Strategic Roles of Information Technology in Banking Services BSC Indicators

Improved Financial Performance and Competitive Advantage

Improve Cost
Structure & Asset
Utilization

aanadsiad jeroueur §

No Time

High Rate of Low Fees Limitation
Increased Customer for Using for the Use
Customer Retention & Bank’s Of Bank’s
Loyalty Acquisition Services Services

- O
A ]
Q
- 8
<]
e
} ~
(€]
o
wn
=}
[«
a
=3
<
. O

Perform

2An%adsiod [euoju|

: Profitabili = g
Provide Arial ,Sbg v Innovate Effective &
Easy Anytime ! *} o Loan and Efficient in
o i by Customers ; :
Access Anywhere Deposit Producing &
4 ; : by Products ] Vi
to Banking Banking Process Delivering
Services Services BBl

A\ Services

=
«
— — e B el
 Improved Employee Efficienc ffectiveness e
e : : eE
' &
Provide Broaden Provide More 0%: g
Customer Work Skills to Product 5§
Information Employee Information =
=3

er. Further reproduction prohibited without permissionyaaw.

ol LW @L—*I




Managerial Finance 32

Banks also use IT to produce management information about the cost of financial
services they provide, profitability analyses by customer groups and by services they of-
fer as well as management performance evaluation of cach branch (Ernst and Young,
1995). That 1s, banks use IT to innovate loan and deposit processes, to make and deliver
financial services (i.c., products) as well as to manage their business. IT utilization such
as CD/ATM and on-line bank functions enables banks to reduce labor cost (Thatcher and
Oliver, 2001; Alpar and Kim, 1990). Thus, [T-bascd on-line banking and management
systems should decrease labor and total administrative expenses of the firm. If this is the
case, the effect of IT expenditures on reducing total cxpenses will be different depending
upon the IT level of banks. This study hypothesizes that the cffect of IT utilization on cost
reduction is greater for high IT level banks than for low IT level banks. This leads into the
second alternative hypothesis:

H,: The effect of IT expenditures on reducing administrative expenses (i.¢., pay-
roll and operating expenses) is greater for high 1T level banks than low IT
level banks.

IT utilization helps banks to better serve their customers by delivering a variety of
financial services quickly as possible at the nearest location, if not anytime and anywhere.
Current customer satisfaction should be improved as well as attracting new customers.
Saloner and Shepard (1992) suggests that the positive association between IT utilization
(c.g., ATMSs) and benefits to depositors is a function of the number of ATMs. That is, the
use of IT such as on-line banking systems not only increases the number of customers
served in a given market, but also aids in expansion into new geographic areas and thus a
bank’s market share (Hannan and McDowell, 1990). Therefore, the use of IT such as on-
line banking systems should have a positive impact on customer satisfaction and market
share since it gives customers easy access to banking services. This strategic objective of
IT is to improve the performance of the ‘customer perspective’ shown in Figure 1.
Increased market share of one bank, however, results in a market share decrease by an-
other bank. Consequently, the sum of the market share for all banks is equal to one. This
study hypothesizes that IT utilization for firms with high IT level will increase market
share while firms with low IT level will experience market share decreases, other factors
remaining constant. This leads into the third alternative hypothesis:

H;:  IT utilization for high IT level banks has a greater positive impact on increas-
ing market share than one for low 1T level banks.

Prior studies suggest that I'T expenditures have a significant and positive impact on
firms’ financial performance (e.g., Haynes and Thompson, 2000). To have a significant
impact on financial performance, IT utilization nceds to increase a firm’s profit. As
shown in Figure 1, IT investment leads to improve processes in producing and delivering
financial products thereby improving service quality. Better service quality leads to
higher customer satisfaction and thus market share. Increased market share means gener-
ating more revenues and possibly increasing profit if expenses do not risc at a faster rate
than rcvenue. Profit can also be increased if marginal revenue cxceeds marginal ex-
penses. Ideal benefits of [T are realized by increasing market share, revenue, profit, or by
reducing expenses at a faster rate than revenues.

As described in hypothesis two and three, IT provides more timely and accurate in-
formation to improve managemcnt decisions and customer satisfaction. Such improve-
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ments enhance the entity’s ability to compete and should lead to increasing market share,
decreasing cost of products or services they provide thcrcby increase firm’s financial per-
tormance. If IT expenditures have a positive impact on increasing a firm’s market share,
then IT should have a relative positive impact on the revenue of the firm as well. This
study hypothesizes that [T utilization for firms with high IT level will have a greater posi-
tive impact on financial performance than firms with low IT level, other factors remain-
ing constant. The fourth alternative hypothesis is:

Hy Banks that spend more on IT will have a greater positive impact on financial per-
formance (i.c., increasing revenue and profit) than other banks.

In sum, the hypotheses of this study are to test whether the degrees of relationship
between IT expenditures and four major variables such as labor productivity, total ex-
penses, market share and profitability are significantly different depending upon the IT
level (i.e., differences of IT expenditures among banks). Findings will provide evidence
on whether IT expenditures increase performances in three out of four strategic objectives
of IT described in the BSC.

3. Research Design
3.1 Empirical Models

The first hypothesis states whether the effect of IT utilization on labor productivity is
greater for high IT level banks (i.e.. banks that spend more on IT) than for low IT level
banks. To test this hypothesis, this study uses t-statistics to compare the labor productiv-
ity ratio between two groups (high IT level banks versus low IT level banks). We also
conduct t-test for several other variables that are related to productivity measures,

The second hypothesis tests whether IT expenditures affect the bank’s cost struc-
ture. The expectation is that reduction of expenses is greater for firms having high level of
IT. The equation testing the second hypothesis is:

ADM-PAY-OPREX;; = ao + a1 TA i+ a2 ITEXP  + a3 ITNDX j + &4 (hH

where

ADM-PAY-OPREX; = Administrative expense (ADMEX), payroll expense
(PAYEX) and operating expense (OPREX) of firm 1 at the end
of fiscal year t. ADM-PAY-OPREXj is a combined notation
for those three dependent variables (DVs). The regression is
run three times using three different DVs in equation (1).

TA; = Total assets.
ITEXP; = 1T expenditures.
ITNDX;, = The interactive dummy variable between ITEXP and [T

level (i.e., NDX- an index variable where high IT level firms
equal 1 and low IT level firms equal 0). All dependent and
independent variables are deflated by a firm-size proxy
(numbers of branch owned by each bank).
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o =an intercept term.
Ay, Ay, Ay = regression coefficients on indicated variables.
& = a stochastic disturbance term.

TAj (total assets) in equation (1) is a control variable. The sign of «; should be
positive and statistically significant since expense items (ADM-PAY-OPREX;, ) of cach
firm are affected by total assets employed. The key components of this regression are ct,
the estimated coefficient of IT expenditure, and a3, the estimated coefficient of the inter-
active dummy variables between ITEXP; and IT level (i.e., an indicator variable where
high IT level banks are assigned to 1 and lower IT level banks are assigned to 0). These
estimated coefficients provide evidence on whether the firms that spends more on IT (i.e.,
high IT level firms) have a greater impact on reducing administrative expenses, payroll
expenses and operating expenses. '

The third hypothesis tests whether IT expenditures affect market share of banks. To
test the third hypothesis, the following equation (2) is used:

MSD-L;, =8y + 8iDLMGN;, + 8,EQTR;, + Bs;NUMSTR;, + B.ITEXP; +

BsITNDX; + &, (2)
where
MSD-L;, = Market share of deposits (MSD) and market share of loans

(MSL) of firm 1 at the end of fiscal year t. MSD-L; is a
combined notation for those two dependent variables (DVs).
The regression is run twice using two different DVs in
equation (2).

DLMGN;, = Interest spread between loan and deposit (i.e., margin).

EQTRy = Equity ratio using BIS (Bank for International Settlements)
standards.

NUMSTR;, = Number of stores (i.c., branches) cach bank operates.

Notations for other variables are the same as shown in
equation (1).

The DLMGN, EQTR and NUMSTR are¢ control variables since the market share
(MSD-L) of cach bank is affected by the mterest spread between deposits and loans
(DLMGN), the number of stores each bank operates (NUMSTR), and the equity ratio
(EQTR), a bank safety measure. The sign of 8, should be negative since the market share
is increased at the lower DLMGN,,. The signs of both 5 and 55 should be positive be-
cause the market share is positively affected by EQTR and NUMSTR. The key compo-
nents of this regression are S, the estimated cocfficient of 1T expenditure, and fs, the
estimated coefficient of the interactive dummy variables between ITEXP; and 1T level of
banks. These coefficients provide evidence to determine whether high IT level banks
have greater impact on increasing market sharc.

The fourth hypothesis tests IT expenditures effect on revenue and operating in-
come. The following cquation is used to test the fourth hypothesis:
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R\/Y‘PR“ = Vo T V|DLMGN“ T ]’QEQTR“ i V3TAit = '}/4ITEXPH T }/slTNDXil + &y (3)

where

RV-PR; = Revenue (RV) and operating income (i.e., profit) (PR) of
firm i at the end of fiscal year t. RV-PR;, is a combined
notation for those two dependent variables (DVs). The
regression is run twice using two different DVs in equation
(3). Notations for other variables are the same as shown in
equation (1) and (2).

The DLMGN, EQTR and TA are control variables since the revenue and profit
(RV-PR) of cach bank is affected by the interest spread between loans and deposits
(DLMGN), the equity ratio (EQTR) and total assets (TA). The sign of v, should be nega-
tive when RV is used as a dependent variable and positive when PR is used. The signs of
both v, and v3 should be positive because of the positive impact on revenue and profit by
both EQTR and TA. Key components of this regression are v, the estimated coetficient
of IT expenditures, and ys, the cstimated coefficient of the interactive dummy variable be-
tween ITEXP;, and IT level. These coetficients provide evidence on whether banks that
spend more on IT (i.c., high IT level banks) have greater impact on increasing revenue
and operating income.

3.2 The Sample Data

This study uses data from all commercial banks in Korea for a nine-year period (1990-
98). In the Korcan banking industry cach firm has the same fiscal year-end. The depend-
ent variables used in this study can be grouped into four categories: i) The first category
includes: - administrative expense (ADMEXj), - payroll expense (PAYEX,), opcrating
expense (OPREX,) - and those are combined into a notation, ADM-PAY-OPREX,, in
equation (1). i) The second category includes: - market share of deposits (MSD;,), mar-
ket share of loans (MSL;,) - and those arc combined into a notation, MSD-L;,, in cquation
(2). 111) The third category includes: - total revenue from operating activities (RVy,),” oper-
ating income as a profitability measure (Pry) and those are combined into a notation,
RV-PRj, * in equation (3). iv) The last category includes: - labor productivity ratio
(LBPR,). This ratio is calculated by output divided by input, in this case, total interest and
commission revenues divided by total expenses using per capita data.

Administrative expense (ADMEX;) is calculated by combining payroll expense
(PAYEX;) with operating expense (OPEXP,,) at the end of each fiscal year for cach firm.
These three variables arc divided by the number of branches (i.e., stores) as a proxy for
firm-size. Market share of deposits (MSD;) is calculated by deposits of each firm divided
by total deposits of the banking industry at the end of fiscal yecar t. Market sharc of loans
(MSL;) is calculated in the same manner as MSD;,. Total revenue (RVy) and operating in-
come as a profitability measure (PR;) arc also deflated by the number of branches (proxy
for firm-size). Thesc data were taken from the financial statements at the end of fiscal
year t. Total assets (TA;) were collected from the financial statements of each firm in the
banking industry and arc deflated by the number of branches owned by cach tirm. The
interest spread called margin (DLMGN;), number of stores (NUMSTR;) and the equity
ratio (EQTRy) were collected from “Business Statistics in Korean Banking Industry™
published every year by the Bank of Korea’,
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Key independent variable in this study, IT expenditures (ITEXP;), was collccted
from every bank in Korea as it was not publicly available.* IT level is calculated by the
firm’s 1T expenditures divided by total IT expenditures of all Korcan commercial banks
for the sample year 1990-1998. An index variable (NDX) for IT level is assigned to all
banks. The number 1 is assigned to firms exceeding the mean of all firms’ IT expendi-
tures and 0 for others. Thus an interactive dummy variable, ITNDX;,, is calculated by IT
expenditures (ITEXP;) multiplied by an index variable (NDX) for IT level 1 or 0.

The summary statistics of sample data are shown in Table 1.° Note that I'T expendi-
tures (ITEXP) were continuously increasing over the sample years except for years 1997
and 1998 when Korea was in a forecign currency crisis. Administrative expenses ( AD-
MEX) were also increasing every year but payroll expenses (PAYEX) were decreasing
after year 1995. It also shows that the average increasing rate of payroll expenses (22%)
is lower than the average increasing rate of operating expenses (33%). This indicates that
cost structure may be changing due to the use of IT; substituting operating (fixed) ex-
pense for payroll (variable) expense.

4. Empirical Results and Implications for Bank Managers
4.1 Empirical Analyses and Results

The t-statistics were used to test for difference of means for major performance variables
between two groups. The key variable to test for the first hypothesis is the labor produc-
tivity ratio (LBPR;). As shown in table 2, the mean of LBPR;; is greater for high IT level
banks, supporting the first hypothesis.® Note that the number of employee per year is
greater for low IT level banks. This may indicate that low [T level banks utilize more per-
sonnel to operate their business thus resulting in higher payroll expense and lower labor
productivity. Table 2 also shows that means of IT expenditures (ITEXP), total cxpenscs
(ADMEX), operating expense (OPREX), and profit (PR) are significantly greater for
high IT level banks than for low IT level banks. However, the means of market share for
deposits and loans are smaller for high IT level banks. The t-test results of these variables
must be carefully interpreted because the exogenous factors that influence on these vari-
ables cannot be controlled in t-test. Thus, this study employs the regression approach to
test whether the effects of IT expenditures on expense, market share, revenue and profit is
different depending on the levels of IT (i.c., high IT level versus low IT level banks).

Table 2 Summary of T-Test
(1990-1998 Pooled Data)

Variables High IT Low IT t-value | Variables High IT Low IT t-value
Banks Banks Banks Banks
(N:99) (N:102) (N:97) (N:104)
ITEXP 119 73 5.50**%% 4 NMSD 3770 4.890 -1.90%**
ADMEXP 845 805 1.30* MSL 3.820 4.810 -1.70%%
PAYEX 415 428 -0.90 RV 5.041 4,639 0.90
OPREX 431 376 3. 10*** 4 PR 652 372 260
EMPNO 4,012 5,340 -2.36%%* | LBPR 1.086 1.047 2.221%

1) The number for each variable is mean. The explanation for number unit is in Table 1.
2) The EMPNO and LBPR represent number of employee per year and labor productivity ratio

(= output / input) per employee, respectively.
3) *HE Rk E mean significant at the 1%, 5%, 10% level (one-tail test), respectively.
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The results of the regression using equation {1} to test the sccond hypothesis are
shown in Table 3. The sign of the estimated coefficicnt on total asset (TAy), ¢y, is positive
and statistically significant for all three expense measures (ADMEX;, PAYEX,, and
OPREXj). Banks that employed more financial asscis spend more money on payroll and
operating activities.

Key components of regression equation (1) arc ¢, and a3, the estimated coetficients
of variables ITEXP; and ITNDX;.. An examination of the coefficient of ¢z5 1s used to de-
termine how IT expenditures for low IT level banks (i.c., banks in which an index vari-
able equal 0) impact on various expense items. The sign and magnitude of estimated
coefficient (@) of ITNDX, indicates whether the effect of IT expenditures between two
groups is different or not. That is, the estimated coctlicient of ITNDX,, («;) is a net effect
of IT expenditure on the dependent variable for the group in which an index variable is
assigned to 1, in this case high IT level banks. A combined coefficient of both ITEXP;,
and ITNDX,, &, plus as, explains how IT expenditures for high IT level banks (i.e., banks
in which an index variable equal 1) impact on various expense items.®

As shown in Table 3 the estimated cocfficient of «5 to payroll expenses (PAYEX,)
is negative and statistically significant. The effect of IT prcndltures on decreasing pay-
roll expense for high IT level banks is significantly greater than that of low IT level
banks. The estimated coefficient of @3 to operating cxpenses (OPREX) is positive and
statistically significant.” This indicates that the effect of 1T expenditures on increasing
operating expenses is greater for high IT level banks. It also appears that IT expenditures
have a marginal impact on increasing total administrative expenses (ADMEX,) for low
IT level banks. Onc possible explanation is that 1T utilization changes the firms’ cost
structure, partially substituting operating (fixed) expenses for payroll (variable) expenses.
This finding is similar to that observed by Thatcher and Oliver (2001) and Alpar and Kim

(1990).
Table 3
Regression Coefficients of Model (1)
{ADM-PAY-OPREX; = ay + | TA  + @y ITEXP ; + @3 [TNDX ; + &}
Dependent Variables Uy ay a, 3 Adj-R*
B (F-value)
ADMEX 4.438 0.740 0.114 -0.016 0.616
({1:8:29)** (115,02 GL3T)F (-0.21) (107.97)***
PAYEX 2.656 0.629 0.153 -0.217 0.422
(17.743)%** (10.41)%%* (1.50)* (-2.26)%* (49.72)¥**
OPREX 1:782 0,722 0.063 0.158 0.651
(13.14)%** (15.87) % (0.80) (2.13)* (125, 10)x%*
1) Variable names arc in the body of the paper. T-values are in parenthesis and 201 observations are used
in statistical analyses.
2) Fxk ek mean significant at the 1%, 5%, 10% level (one-tail test), respectively.

The results of the regression using equation (2) to test the third hypothesis are
shown in Table 4. Note that the signs of the estimated coefficient (5) are negative and
statistically significant, indicating that the lower interest spread contributes more to in-
creasing market shares. The equity ratio and number of stores contribute to increase
firm’s market share of deposits and loans as expected. The signs of the estimated coetfi-
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cients on the equity ratio (EQTR;;) and number of stores (NUMSTR;), 85 and S5, are posi-
tive and statistically significant.

Key components of regression equation (2) are 34 and s, the cstimated coctficients
of variables ITEXP; and ITNDX;,. The estimated coefficient of 5 is positive and statisti-
cally significant. The effect of IT expenditures on increasing market shares for high IT
level banks is significantly greater than that of low IT level banks. The estimated coeffi-
cient of 5, is statistically significant, however it is negative. This shows that increase of
market share by high IT level banks is gained from loss of market share by low IT level
bank. These results support the second hypothesis, which states that IT utilization for
high IT level banks has a positive impact on market share.

The results of the regression equation (3) to test the fourth hypothesis are shown in
Table 5. The sign of the estimated cocfficient of y, to the total revenue (RVy) is positive
and statistically significant as cxpected as greater revenues should be earned with larger
interest spreads. However, the sign of the estimated coefficient of y; to the profit measure
(PR, 1s also statistically significant, but it is negative. This was not expected since the
greater profit was expected with larger interest spread. One possible explanation for this
is the possible misspecification of regression model.'” Another more likely explanation is
that this was a general period of declining profit in the Korean banking industry. The
signs of the estimated coefficient of both the equity ratio (EQTR;) and total assets (TAy),
v, and y;, are mainly positive and statistically significant, indicating that they contribute
to increase firms’ financial performance.

Table 4 Regression Coefficients of Model (2)
{MSD-L ;= 8o + $iDLMGN, + S2EQTR;, + S3NUMSTR,;, + SJITEXP, + s ITNDXD;, + &}

Dependent Bo B o B3 Ba Bs Adj. R?
Variables (F-value)
MSD 0.003 -0.096 0.058 0.959 -0.182 0.148 0.859

(0.716) (332 %% | (1.83)F* | (B0.01)* | (-3.67)*** | (2.98)*** |:(244,22)F*%
*

MSL 0.009 -0.154 0.073 0.904 -0.157 0.149 0.778
(LA | (A21)0% | (L8S** | (22.55)%*% | (-2.52)%*% | (2.40)*** | (141.04)**
*

1) Variable names are in the body of the paper. T-values are in parenthesis and 201 observations are used
in statistical analyses.
2) wHE K mean significant at the 1%, 5%, 10% level (one-tail test), respectively.

Table §
Regression Coefficients of Model (3)
{RV-PR;; =y + ¥ I DLMGN; + ¥.EQTR;; + 3 TA; + I TEXP; + ysITNDX;, + ¢i¢}
) Y I ) e

Dependent Yo Y1 V2 V3 Ya ¥Ys Adj-R*
Variables (F-value)
PR -0.505 -0.265 0.522 0.230 -0.061 0.234 0.310
(-1.93)* (-3.99)%sk* (7.80)x*x (3.05)F** (-0.53) Q200 | (1753 eF*
RV -1.695 0.158 -0.040 0.970 -0.197 0.115 0.781
(=3.36)%** (4.29)*** (-1.08) (23.08)*** | (-3.08)*** | (1.94)** | (143.96)***

1) Variable names are in the body of the paper. T-values are in parenthesis and 201 observations
are used in statistical analyses.
2) kR ¥ mean significant at the 1%, 5%, [0% level (one-tail test), respectively.
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Key components of regression equation (3) arc y4 and vs, the estimated coeflicients
of variables ITEXP; and ITNDX ;. The estimated coctficient of y5 is positive and statisti-
cally significant, showing that I'T expenditures provide greater increases in financial per-
formance for high IT level banks than for low 1T level banks. While the estimated
coetficient of ITEXP;, to the revenuc (RVy), v4, is statistically significant, it is ncgative.
Total revenue for lower IT level banks is decreased due to the increase of total revenue by
high IT level banks. One would expect this result beeause increases in revenue or market
share by high IT level banks must be offsct by decrcases in low IT level banks. The effect
of IT on increasing profit for low IT level group is negative but not statistically signifi-
cant. These results tend to support the third hypothcsis that IT utilization for high IT level
group will have a greater positive impact on increasing financial performance than that of
low IT level banks.

4.2 Managerial Implications

In the banking industry, many expenses are driven by the services required by individual
customers rather than by corporate customers. Most of the transactions processed for in-
dividual customers are routine, which can be easily processed by on-line banking. This
explains why moving to on-line banking system is very important for cost reduction and
increased profitability. Also, with the gradual deregulation of the banking sector
worldwide, commercial banks are now finding ways and means of ensuring profitability
of their operations without compromising quality of services. IT is seen as a very impor-
tant strategic tool for banks and it explains why banks have been heavily investing in in-
formation technology. The BSC framework proposed by this study can be used as a
means for integrating and operationally implementing managerial control system, espe-
cially for banks heavily utilizing IT strategy. The proposed BSC links performance meas-
ures with strategic roles of IT. In this sense, the BSC framework and empirical findings
reported in this study suggest at least two important managerial implications.

First, major findings of this study indicate that the relationships between IT expen-
ditures and four sets of the BSC performance indicators were significantly different de-
pending upon the level of IT. The level of IT is used as a proxy for computerized banking
functions. For banks that maintain high IT level, I'T cxpenditures appear to have (1) in-
creascd labor productivity measured by various variables such as a ratio of total revenues
divided by total expenses, (2) decreased payroll expenses and inercased operating and to-
tal administrative cxpenscs. A distinctive feature of these findings is that firms’ cost
structure is changed by substituting operating (fixed) expense for payroll (variable) ex-
pensc, thus its operating leverage. Management must be willing to accept posmvc and
negative consequences of this changed cost structurc. Which expense item is more impor-
tant to improve firm’s competitive advantage may vary among firms since cost-volume-
profit relationship can be changed duc to the usc of IT and due to changes in the
cconomic environment. Managers of banks can use I'l" as one of its strategic tools in con-
junction with firm’s cost structure.

Sccond, this study posits that bank managers may use a balanced scorecard ap-
proach to measure business performance of both 1T and management strategies. The pro-
posed BSC contains four sets of mcasures that arc designed to capturc the firm’s 1T
strategy and it links performance measures with strategic roles of I'T, Using this frame-
work. this study finds that IT expenditures appear to have increased (1) labor productivity
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(internal perspective), (2) market share of both deposits and loans (customer perspective),
and (3) revenue and operating income (financial perspective) for high IT level banks.

However, some performances specified by this BSC framework can be better
measured if banks adopt the activity based costing (ABC) systems (Kaplan and Norton,
2001b). The ABC system can provide operational measures in the BSC’s internal process
perspective and financial perspective, such as actual costs of financial services provided
by on-line banking system. For cxample, the adoption of ABC system will give informa-
tion about unit costs for processing transactions arising from various financial services
and various groups of customers such as individual division, corporate division, retail di-
vision, or commercial division. It will also monitor the profitability by product, by cus-
tomer, and by a geographical basis. That is, when the BSC framework is coupled with the
ABC system, it can provide information for better management decisions, providing
measurements of both efficiency of scale and scope. For example, the BSC with ABC
systems can facilitate retaining the more profitable segments of operations, improving the
profitability of the less profitable segments or division through utilizing better strategic
objcctives such as changes in pricing, improvement of product quality and service, tech-
nology improvements, and/or better relationship with their customers. The ABC system
permits linkage to revenue growth strategy and to productivity strategy.

5. Summary and Conclusions

The objective of this study is to investigate whether [T expenditures are positively associ-
ated with financial and/or non-financial performance measures using a balanced score-
card approach proposed by Kaplan and Norton (1992, 2001a, 2001b). This study may be
the first to introduce the balanced scorecard (BSC) approach to measure IT performance
and to use it as a framework for the development of research hypotheses. The proposed
(i.c., modified for IT strategy) BSC attempts to track the key strategic roles of 1T sug-
gested by prior studies and links performance measures for the strategics. The proposed
BSC in Figure 1 contains four sets of measures that are designed to capture the potential
performance of IT investment strategy. The three out of four sets in the BSC are used in
this study as performance measures of IT expenditurc. Those are measures on 1) labor
productivity (internal perspective measure), 2) market shares (customer perspective
measure), and financial measures (financial perspective such as expense, revenue, and
profit).

Using the proposed BSC, this study examines whether the association between IT
cxpenditures and measures of financial and/or non-financial performance are different for
different IT levels of banks. The research shows that IT expenditures reduce payroll ex-
penses for high IT level banks; but regardless of 1T level, the use of IT does not reduce to-
tal cxpenses. Findings support results by Thatcher and Oliver (2001) and Alpar and Kim
(1990). This study also finds that the use of IT for high IT level banks has a positive im-
pact on increasing labor productivity and market share. This is also truc for profitability.
IT expenditures increase revenucs and operating income for high 1T level banks. The re-
sults of this research suggest that the economic benefits of IT expenditures do not accrue
automatically. The 1T plan must be formulated as an integral part of implementing man-
agement strategy, if IT investment is to achieve the optimal results. This is assisted by the

BSC in Figure 1.
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One possible limitation of this study is the selection of dependent variables. Labor
productivity ratios, cxpense items, market shares, total revenucs, and operating profits
were used as dependent variables. These performance measures in the banking industry
could be affected by other factors not used in the regression models. This could create a
missing variable problem. Future rescarch could use revenue figures created directly
from the use of IT equipment (e.g., commission paid by CD/ATM users or market share
created by on-line banking) to test the association between business performance and 1T
cxpenditures.

Another possible limitation of this rescarch comes from selection of the variables
to classify IT levels, a proxy for [T-based banking tunction. This study used IT expendi-
tures per branch as a classification measurc of IT level. But other variables such as
number of IT personnel, CD/ATMs, workstation, mainframe, number of computerized
services, and number of hours computer usage may have been used as a measure of IT
level. IT expenditure was used because it had the highest inter-correlations with other [T
related variables. Despite possible limitations related to the data uscd in this research, one
of the strengths of this study is the scope of the data. It uses the entire population data of
the banking industry in Korea over a nine-year period and provides evidence of signifi-
cant associations between IT expenditure and busincss performance including financial
and non-financial measures.
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Endnotes

1. Examples of items that affect a firm’s competitive advantage include its intellectual
capital or knowledge assets, corporate and/or brand reputation, managerial/functional
skills, and market orientation—its ability to search large databases for underlying trends,
to create customer profiles, to target product and service needs, to offer novel products,
and to access new markets (Bharadwaj, Bharadwaj, and Konsynski, 1995).

2. “Competitive advantage” is enhanced by changes that improve a firm’s efficiency
and/01 effectiveness while maintaining or increasing customer satisfaction and market
share. Thus, it increases the firm’s ability to obtain and retain customers. IT can impact
the ability of a firm to execute such strategies as product and service differentiation, in-
ventory control, distribution support in a marketing department, and concentration in a
particular market.

3. This study used the equity ratio by BIS (Bank for International Settlements) standards.
This was calculated by the equity divided by total loans excluding risk-free loans. The in-
terest spread called margin (DLMGN;) is the difference between average loan interest
and deposit interest.

4. Since every bank normally reports IT expenditures to the Korean Banking Supervisory
Board, they generally have those figures available although they do not disclose thosc
numbers in financial statements.

5. The number of sample firms is decreasing after the year 1993 because five banks were
liquidated in the year of 1997 and IT expenditures for those firms are not available for
those years. In year 1998, the sample firms become 17 banks because several banks were
merged.

6. This study also used Mann-Whitney U statistics, a non-parametric test. The results
from Mann-Whitney U statistics were similar to the results of t-statistics.

7. For a discussion of more detail statistical procedures, see Studenmund and Cassidy
(1984).

8. The results of estimating the ordinary least square (OLS) equation (1) are presented in
Table 2 and Table 3. Any statistical implication from OLS can be drawn only if the basic
assumptions for OLS are met. Several tests are also conducted to cnsure that our analysis
did not violate the basic assumptions. The value of the studentized residuals was checked
to ascertain whether there were any influential outliers. All observations were found to be
in the acceptable range with the absolute value of studentized residuals smaller than
three. The Belsley’s condition indices indicated that multi-collincarity was not a problem
(Belsley et al., 1980). White’s (1980) test also indicated that the assumption of homosce-
dastic residuals was not seriously violated.,

9. To test for possible misspecification of equation (3), this study included several other
variables such as bad loans, but the results were the same. One possible explanation for
this result could be found in Table (1). Table | shows that the profit was continuously
decreasing in years 1995 through 1998. This may help to explain the negative sign of'y, to
the profit measure.
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